SPIA session “Increasing the rigor of ex-post impact assessment of agricultural research:  A discussion on estimating treatment effects”
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Attending:

Elisabeth Sadoulet, Alain de Janvry, Andrew Dustan, David Zilbermann, Jeremy Magruder, Brian Wright (All UC Berkeley), Jenny Aker (Tufts), Maximo Torero (IFPRI), Mark Rosenzweig (Yale), Julian Alston (UC Davis), Will Martin (World Bank), Greg Traxler (Bill and Melinda Gates Foundation), Derek Byerlee, Mywish Maredia, James Stevenson (All SPIA)
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Introduction: Derek Byerlee

DB welcomed everyone, outlined the mandate of SPIA and outlined some challenges facing SPIA that motivate this meeting. First, AdJ had outlined previously in the conference, there has been a “rigor revolution” in development economics regarding the estimation of causal relationships and SPIA aims to keep pace with this and adjust to new expectations on the part of the donor community. Second, SPIA needs to fill out the matrix below a bit more comprehensively – most studies have been of genetic improvement research and have focused on a narrow range of indicators of economic impact. There is low value for SPIA in producing more estimates of the cost-benefit ratio for investments in agricultural research. Third, as the 2009 Social Science Stripe Review led by Chris Barrett highlighted, there is currently weak capacity in the CGIAR centres for economics reflected in poor average quality of recent centre impact assessments, particularly those focused on social and environmental indicators.
	 
	Economic

(IRR, NPV)
	Social

(Poverty, Nutrition, Food Security, Gender)
	Environmental

(Water, Carbon, Biodiversity, Land)

	Genetic Improvement
	Lots
	A few
	A few

	Natural Resource Management
	A few
	None
	A few

	Policy-Oriented Research
	A few
	A few
	None

	Genetic Resources Conservation
	Very few
	None
	None


SPIA’s solution to these challenges is a shift to a new business model: greater independence from centres; an increased operational budget and staff; management of special grants on behalf of donors (e.g. Gates Foundation on adoption of varieties in Africa and South Asia, and USAID funding for poverty / nutrition studies 2011); and commissioning papers / studies led by best of academia. It is in this context that SPIA commissioned the paper by AdJ, ES and AD. DB noted that this potentially means passing some bad news – of insignificant impacts, or possibly of negative impacts – to donors. 
Finally, as a lead into the presentation by ES, DB noted a few aspects that are unique to ex-post impact assessment of agricultural research. We are interested in long term (over 10+ years) changes, that adoption is a private decision, that it is highly uncertain when and where you will see impacts, and that SPIA is really looking for cases that are large-scale (potentially affecting millions of people and with general equilibrium effects).
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Presentation: Elisabeth Sadoulet


Recent Advances in Impact Analysis Methods for Ex-post Impact Assessments of Agricultural Technology

The object of the analysis, the technology, can confer a range of possible benefits to adopters – yield increasing / cost-saving, risk-mitigating or quality-improving. The paper focuses on the simplest case – that of a new variety for a given crop. In the case of a yield-increasing variety, the impact can be quite marginal compared to the next-best, where each release is only a marginal change over the last release. In the case of risk-mitigating technology, typically an adverse event must occur for the benefits to be observed. In the case of quality-improving technology, the challenge is measuring impact when the market does not assign higher price to a high-quality variety so that the consumer cannot really reveal the value that it attaches to the improved quality.
There is a dilemma that the best method for rigorously assessing the short-term direct effects of the technology (RCT) is different to that for simulating general equilibrium effects (CGE models). Econometric methods, of the kind undertaking by Foster and Rosenzweig in India, using panel data can provide a powerful alternative where the data conditions are right. The focus for the paper is on microeconomic impact analysis because there have been many recent advances in methodology for such analyses and the CGIAR centres perform a lot of these, but they can be improved.
ES explained that any impact assessment should focus on farm-level restricted profits (rather than yields which don’t account for adjustment in costs), while recognising that our real interest often lies in assessing the impacts on measures of welfare (income, poverty and expenditure). If the impact is on restricted profit on one crop only, we are unlikely to find a poverty impact given the range of other factors at play.
The main issue in impact analysis is constructed a valid counterfactual. Adoption is the equivalent of self selection into treatment so simple comparisons between adopters and non-adopters will be beset by selection bias - adopters will be very different to non-adopters. There is therefore a big difference between the Average Treatment Effect (ATE) and the Average Treatment on the Treated (ATT). The relevant measure for impact analysis is the “ATT plus spillovers”. We are not interested in the direct effect of adoption on people who never adopt.
Current sources of treatment effect estimates in the epIA literature were reviewed and strongly critiqued. Yield estimates from experimental station or on-farm trials do not allow inputs and management practices to adjust endogenously and so do not return ATT for actual adopters. They are also limited to yield as indicators for assessment. Methods that attempt to correct for selection bias by controlling for observable variables are only a marginal improvement over ordinary least squares (OLS) estimation. The recent boom in the application of Propensity Score Matching (PSM) can be linked back the availability of a STATA program for estimating these. However, to be able to defend PSM, you have to be able to defend OLS. Difference in differences methods control for fixed differences but rely on the assumption that trends are the same regardless. With a significant number of observations prior to adoption, this becomes a valid method, as the trajectories can be studied.

The overwhelming recommendation is to used randomised control trials (RCTs) using a cluster design. The clustering drives up the sample size (you need a lot of villages) but allows for estimation of spillovers. This allows us to measure the Intention to Treat Effect (ITE). Dividing ITE by the number of adopters recovers the average ITE + Spillovers. Beyond RCTs, rollout designs could be used – where randomisation is included in the implementation plans for a programme, or at least partial randomisation. Geographic discontinuities, where there are sharp differences in adoption either side of a geographic frontier for reasons that do not covary with other variables of interest, is also considered a valid design.

The key to doing good impact analysis is to have creativity in the process and for good economists to interact with researchers and people with field presence such as extension agents or NGOs. Three possible ideas based on CGIAR technologies were outline – Genetic Improved Farmed Tilapia (WorldFish); Livestock Management Techniques (ILRI); and Drought Tolerant Maize (CIMMYT).
To download the paper, go to: http://cega.berkeley.edu/agfordev 
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Responses by invited discussants

a
Mark Rosenzweig
MR gave excellent verbal commentary in the session and then followed up with written comments. These are copied in full here as they are very detailed and of high quality.
This paper provides an excellent description and critique of methods used to evaluate the effects of the adoption of new agricultural technologies for those farmers who adopt the technologies. It takes the view that evaluation methods need to take into account (1) that farmers are heterogeneous in terms of the benefits from any technology, (2) that farmers optimize, choosing only those technologies that they expect to be profitable, and (3) that farmers learn about technologies from each other. Because it is unlikely that any survey can possibly measure all of the factors relevant to individual farmer’s adoption decisions (returns), it appropriately criticizes the “propensity score matching” (psm) technique for evaluating technology effects, as it can only take into account differences across farmers in measured attributes.

The authors recommend, among other methods, randomized designs whereby in a random subset of villages new technologies are offered to farmers. A community-level randomization scheme is suggested to avoid contamination due to learning spillovers - within a village if farmers not offered the new technology learn from the farmers who are, the “control”“ group will also have benefitted from the technology,  hereby underestimating the technology benefit for adopters. This method does correctly identify the effect of the technology on the treated.

It should be pointed out that the village is not necessarily the relevant community in all settings - the relevant unit is that in which information is transmitted across farmers, and this may be the clan, tribe, extended family or caste group. However, a limitation of the communitylevel approach is that it provides little information that is useful for identifying the efficient means of spreading technologies. For that, information on the extent of learning externalities is useful - to the extent that learning spillovers are important, it can be efficient to introduce technologies only to a few farmers (assuming that technology dissemination is costly) rather than to whole groups, if within groups farmers learn from each other. A randomized design that includes both community-level and individual-level units can identify both learning spillovers and the effects of the technology on those who adopt.

The authors also importantly recommend that any intervention needs to mimic the scaled-up, feasible program that would be in place in order to obtain an accurate estimate of what would happen if the technology were to be made widely available. Thus, a randomized design that subsidized the take-up of new seeds varieties, for example, would underestimate the gains from technology adoption among adopters if such technologies were then offered on a large scale at market prices (that covered costs), as lower-benefit farmers would adopt under a regime in which  prices are low. The authors could have added that any experimental intervention needs also to make clear whether the product will be available in the future. If forward-looking farmers believe they will only be offered a technology once, and it may not be available in the future, adoption would be lower than it would otherwise be because farmers would get no benefit from learning by doing - there are no future payoffs to experience.

The discussion could be clearer on the issue of the timing of evaluations. Prior evidence suggests that farmers often experience profit shortfalls in the initial periods of adoption, if the new technology is sensitive to the allocation of complementary inputs and farmers have little information on best practice. To appropriately gage the net befits of a technology, it is necessary to calculate the discounted net present value of the stream of profit gains from initial use (when gains may be low or negative because of learning). It is therefore necessary to obtain information on outcomes over a continuous time period from first use to some end period to obtain the true value of the gains from adopting a technology. An assessment at an arbitrary time t date may overvalue technologies that have very high initial leanings costs and undervalue technologies that are easy to master but whose net gains each year are relatively low.

The authors provide some examples for evaluating specific technologies. An interesting one concerns drought-resistant crops, where the authors correctly point out that farmers could be sorted into bins depending on prior rainfall realizations, and then within those bins estimate the profitability of the new seeds compared to the old for farmers who experience a drought spell. The sorting by rainfall experience is a good idea. However, the authors do not take into account that drought-resistant seeds reduce variability in profits (risk). This will affect investment decisions and should raise mean outcomes in good years as well. Only obtaining treatment effects in drought years would underestimate the gains from drought-resistant crops. Alternatively, such crops might have technically lower returns in non-drought years. Clearly attention has to be given to both drought and non-drought states for appropriately evaluating such seed technologies.

The paper pays some attention to the broader issue of impacts beyond how adopters gain in a partial equilibrium context from new technologies. These include general-equilibrium effects. However, this analysis is static. To the extent that the broader mission of impact evaluation is to ultimately understand the impact of agricultural technological progress on eliminating poverty and raising overall income growth, a broader and dynamic view must be taken. Poverty is reduced or income increased when returns to existing endowments - land, equipment, human capital - rise. This may be through direct productivity effects and through changes in prices (general-equilibrium effects). But another important channel is via the upgrading of endowments and through the movements of people. Changes in technology will induce investments in land, human capital and equipment, not all of which may be positive. 

Research has shown that in the early stages of the Indian green revolution in India, more educated farmers benefitted more, and as a consequence in farm households schooling investment rose. However, not all income-improving interventions raise the return to schooling - there is emerging evidence that credit programs that induce business activity lower schooling because of the rise in the opportunity cost of schooling - the demand for low-skill workers (including children) increases. Attention to the dynamic or investment consequences of technological interventions is also needed. Thus static general-equilibrium models are not sufficient to understand the medium-term consequences of agricultural innovations - endowments change and move.

Evaluating the longer-term, dynamic and general-equilibrium consequences of technical improvements in agriculture requires new data collection strategies. At baseline, comprehensive information is needed that enables the accurate computation of profits that take into account resource costs. To follow the unfolding of general-equilibrium and dynamic effects, data needs to be collected in multiple villages and areas, and a panel design is needed that follows all individuals from the original sample frame wherever they may go. The effect of agricultural technical progress on the structural transformation of the economy is incomplete without taking into account effects on migration and on the welfare of those who leave agriculture. In this regard, the existing designs of the World Bank LSMS are inadequate: they have insufficient information on inputs, outputs and costs related to agriculture and their panel design drops all migrants and fails even to follow individuals who stay in the same village but split from baseline households. The LSMS design should not be the basis for new studies. Rather, the new ICRISAT village study design and the Yale Economic Growth Center Tamil Nadu and Ghana surveys should be looked at as starting points for engaging in survey design to evaluate the broad consequences of agricultural technology improvements on fostering income growth.

b
Julian Alston

In preparing to comment on this paper, JA had thought about the slow down in productivity growth in agriculture and the only exceptions to a slowdown in agricultural growth and agricultural R&D are China, Brazil and India. In other countries, particularly the US, agricultural R&D has shifted to become an instrument of social policy (on obesity, environment or biofuels) rather than seen as the driver of productivity.
JA presented the following scheme for evaluating the impact of agricultural R&D and raised the question: “How much energy should go into the top LHS corner of this slide?”:

[image: image1.emf]
JA stated that he was convinced that price effects are really important. He urged caution regarding allocation of limited funds for research evaluation and over-investing in one section of this entire scheme. JA made the interesting point that “ex-post” is a funny notion – that we’re always in the middle of something. It could be that ex-ante projections of the slowdown in productivity is the kind of analysis that helps shore up the CGIAR system more than highly rigorous studies demonstrating the impacts of research already completed.
c
Mywish Maredia
MM presented a number of points relating to the appropriateness of randomised control trials and the reality of the process of adoption of agricultural research outputs. Partial adoption (on some plots on the farm) may be the norm in the early stages of adoption for a farmer, so adoption is not a binary decision but a continuous variable. Also, farmers typically adopt a package that goes with the technology. 

Some factors make it problematic to commit to RCTS of agricultural research outputs. First, very few research outputs are sustainably adopted at large scale and this cannot be known a priori, so the investment in the evaluation is high risk. Second, we need to consider the practicality of leveraging the public-private-NGO partnerships to implement supply-side interventions. Third, what we are most interested in is the aggregate, long-term analysis and it is unclear what definition of rigour we can bring to bear on this issue. What is the correct recipe for successful epIA – should we be investing more in estimation of treatment effects or should we be investing in CGE models. While the two are complements, not substitutes, it is unclear how to make the optimal allocation across the two, especially given the high costs of RCTS.
d
Greg Traxler

GT applauded the attention given to poverty impacts in the paper and by SPIA more broadly. In the estimation of treatment effects using RCTs however, GT considered this as basic research and that the CGIAR system is a user of basic research rather than a provider of it. The critical issue that donors need to improve on is the predictability of funding, and he showed a chart showing the highly variable levels of commitments from donors to agricultural research. How is the CGIAR system going to deliver technologies in this context? 
GT also emphasised that the most important information is the estimate of scale of adoption – the fact that a technology has been adopted at least demonstrates that it is privately optimal for farmers. The that there are no more recent estimates of adoption for the main CGIAR research outputs since the late 1990s does not reflect well on the CGIAR system - the centres should be able to tell you the extent of use of their technologies. Some big questions come to mind. Who is the audience for impact assessment? Donors, management, professionals, CGIAR consortium, Fund Council? Do we have, can we collect the necessary data? How frequently do we need to do impact analysis?

4 
Open discussion
Maximo Torero noted that when we are looking at TFP we do need to know about partial adoption (i.e. how much of the 1 kilo of seeds were used) so the concept of experimentation by adopters and partial adoption is relevant. Also, the number of adopters in the area are important – there will be non-linearities. However, with regression discontinuities you avoid some of these probabilities.

David Zilberman noted that the person who introduces the technology will want to do so in the areas where there is the greatest chance of success. This means that there are also a whole category of placement / simultaneity problems. The solution is to build the data system with the implementers of the research findings – they should do the impact assessment. Also important to look at what the sources of heterogeneity are that affect adoption using a threshold model and to have a model that is technology-specific. For example, GMOs will have different effects in different contexts so a little bit of agronomic knowledge is really important. A final question is how can we do an experiment without intruding on people’s time or privacy? There are ethical implications for our methodological choices.
Jenny Aker wondered how many of the recommendations in the paper came from the microfinance literature, and the importance of measuring the variance as well as the mean for outcomes under a new technology. Also, she urged the CGIAR to make better use of the NGOs who are doing pre and post surveys – create linkages with them, and between universities, the NGOs and the CGIAR.
In response to the points raised by DZ, Brian Wright flagged the IFPRI Harvest Choice project where GIS data is combined with soil type and urged the group to contribute to greater knowledge about the agricultural production function – that we shouldn’t be too narrow in collecting this data.

James Stevenson made the point that the shift from ex-post impact assessment to impact evaluation shifts the starting point for the analysis from a description of history (the factual scenario) to a focus on causal properties (simulation of counterfactual scenerios). Up to now, epIA in the CGIAR has been more like history than medicine but is this changing? 
Will Martin wondered about the counterpart to shifts in supply shifts – that profit functions shift and a treadmill effect potentially comes in.

Derek Byerlee noted that there had been tremendous growth in PSM in the CGIAR system and that the message that this is likely flawed for the case of adoption is one that will not be popular with the centres. He wondered about data questions and whether technology assessments might be linked up with the LSMS surveys in Africa. He also noted that this is merely the start of a conversation – that there will be workshop in Washington in December including participants from some of the centres.
JA wondered whether, if Zvi Griliches was here, which method he would use to evaluate the impact of hybrid corn? Likewise Monsanto assessing their corn worm in Iowa. Important to match the methodological tool to the context. If you can only know one thing, you want to know about adoption. Need to use simple, blunt instruments to address these.

DZ responded that adoption can be discrete or partial, could be about number of farmers or number of hectares, or could be focused on the type of people who are adopting.
Will Martin made the theoretical point that if you focus on the impact of adoption on profits, the total welfare gain (Harberger effect) should be established – assuming prices reflect true scarcity. One can then move on to distributional effects.
MM picked up on JA’s reasoning and suggested that PSM can’t be discarded – what constitutes a good method depends on your constraints.

5
Responses to discussants from Elisabeth Sadoulet and Alain de Janvry
ES responded to points raised by discussants and in the open discussion. She did not see why the concept of partial adoption was important – this is part of the choice facing the farmer in using the technology. We can still think of adoption as 0 or 1 with everything else (level of input etc) as being endogenous to that. However, that is different to saying that the farmer was offered lots of other things as a package. The experiment would simply show that impact is low if there is partial adoption. Also, we are never interested in looking at the impact of adoption in areas where it is not going to work. Tracking variation in profits over the course of the initial years post adoption is a very important point, in reference to MR’s discussion.
In response to pleas for methodological flexibility, AdJ said that the issue is whether you want to be right or wrong and that you don’t want to be flexibly wrong. 

ES responded to MT’s comments on use of seeds by asking whether we are interested in estimating the profit function or the production function? And as we are move to general equilibrium effects, the researcher can’t do more than what Mark Rosenzweig has done in the past. Typically the parameter of Es is a projection – that we put a measure on the impact on yield and then project it over last 20 years.
AdJ pointed out that the earlier we can get out of collecting survey data the better. In agriculture the curse is that good data are hard to find. We have to collect administrative-level data before the project starts. Then draw up a list of pairs, and randomise among the pairs – 50% chance of being drawn from pair to pair.
ENDS
